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E D I TO R I A L

Dear Reader,

When flyers and advertising brochures pile up in the garbage, 
it is clear to everyone this is not good for the environment. 
But what effect do personalized ads on the internet have on 
the planet? With every visit to a website, hundreds of cookies 
are planted to feed an invisible yet extremely energy-intensive 
advertising infrastructure with personalized user data. 

Artificial Intelligence devours lots of resources and 
frequently has deleterious consequences for our society and 
the environment. The sustainable and sensible use of AI is 
everyone’s responsibility, and we should decide together where 
to deploy AI – and where not.

Whether AI systems that serve us all will be developed in the 
future is also dependent on an advantageous policy framework. 
The first Europe-wide obligation to make AI products more 
sustainable may soon be introduced in the form of the European 
Union’s AI Act. EU member state governments, however, have 
not shown much interest in including a requirement that the 
environmental impacts of AI technologies be measured. Omitting 
that obligation would be negligent and a failure on the part of 
European leaders to live up their political responsibilities. 
It is only possible to know how environmentally damaging these 
technologies are if comprehensive measurements are undertaken. 
The problem will not simply go away if we ignore it. Meaningful 
data would help us better understand the problem and enable us 
to put more pressure on policymakers. That’s why we need more 
of it. And that’s why we need to start measuring.

This magazine is an invitation to think more about what 
concrete steps could be taken to better regulate the 
development and implementation of AI technologies – through 
greater transparency regarding their consumption of energy and 
water, through prohibitions of harmful uses of AI and stronger 
incentives to improve efficiency.

Dr. Anne Mollen
SustAIn Project Leader
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How Sustainable  
Is My AI?

As part of the SustAIn project, we have done pioneering 

work in compiling comprehensive indicators that can be 

used to assess the social, environmental and economic 

sustainability of AI systems. Using a Self-Assessment 

Tool, organizations that develop AI in-house or purchase 

it externally can now test the sustainability of their AI 

systems with a digital app. 

S E L F - A S S E S S M E N T  TO O L
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Everyone is talking about Artificial Intelligence, and not just 
because of the European Union’s planned AI regulation. But 
this also raises the increasingly pressing question of how sus-

tainable the AI systems used by companies and organizations 
are. The resource and especially energy consumption of AI 
can be immense, and in times of an energy and climate crisis, 
we cannot sweep its ecological impact under the rug. The 
systems also leave much to be desired in terms of social and 
economic sustainability. Within the AI industry, market power 
is concentrated among a few large companies, leading to 
barriers to entry for smaller firms. Furthermore, exploitative 
working conditions prevail along the entire AI value chain, and 
decisions automated with the help of AI can lead to discrimi-
nation or to a cultural dominance of Western values, which AI 
systems latently propagate around the world.

With our project “SustAIn: The Sustainability Index for Artificial 
Intelligence,” we have presented the very first comprehensive 
blueprint with which the sustainability of AI systems can be 
assessed and improved. Through it, we would like to make a 
contribution to ensuring that sustainability is put into practice 
in the development and use of AI. With our Self-Assessment 
Tool, we are now providing organizations with a questionnaire 
that can help determine how sustainable their AI systems are. 
Our trafÏc-light color scheme helps companies rank their 
answers, and we also provide recommendations on how to 
make systems more sustainable. 

The Criteria Catalog
The basis for the questionnaire used in the Self-Assessment 
Tool comes from the criteria and indicators developed as part 
of the SustAIn project, all of which reflect the current state of 
discussion on the social, environmental and economic sus-

tainability of AI systems. We have identified 13 overarching cri-
teria for assessing the sustainability of AI systems. These crite-

ria have been broken down into over 40 indicators, which have 
been deployed in a way that makes them practical to use. 

An Example
To provide one example: The social sustainability criterion 
“self-determination and data protection” includes the indi-
cator “ensuring informational self-determination.” This self-
determination can be implemented by letting those affected 
by AI systems know how their personal data will be used by 
the systems. They should be given control over the use of 
this data with, for example, opt-in or opt-out functions. In the 
current discussions about the mass use of protected data to 
train large language models and chatbots like ChatGPT, it has 
become clear time and again how important such approach-

es are for preventing  personal data from being misused or 
copyrights from being infringed upon. 

The 13 Sustainability Criteria  
for AI Systems

Transparency and  

Accountability

Non-Discrimination and  

Fairness

Technical Reliability and  

Human Supervision

Self-Determination and  

Data Protection

Inclusive and  

Participatory Design

Cultural Sensitivity

Market Diversity and Exploita-

tion of Innovation Potential

Distribution Effect in  

Target Markets

Working Conditions and  

Jobs

Energy Consumption

CO2 and Greenhouse  

Gas Emissions

Sustainability Potential  

in Application

Indirect Resource Consumption

The Questionnaire
The questionnaire for the Self-Assessment Tool was devel-
oped based on this set of criteria, indicators and deploy-

ments. Not all of the questions included in it are relevant to all 
organizations that are developing or using AI. If, for example, an 
organization produces AI systems that do not make direct de-

cisions about people but are used only in industrial processes, 

S E L F - E VA LUAT I O N  F O R  O R G A N I Z AT I O N S
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questions about their fairness become unnec-

essary. Organizations must answer between 
48 and a maximum of 66 questions in total to 
obtain an assessment of the sustainability of 
their AI systems. They must indicate, for exam-

ple, whether they follow a Code of Conduct 
that lists fundamental values and standards in 
the implementation and use of AI systems, or 
whether sustainability certifications are avail-
able for the data centers and hardware they 
use. Since the questionnaire is based on a 
broad understanding of sustainability, it cov-

ers a wide variety of areas. Presumably, the 
questions will have to be answered by multiple 
departments in the organization. 

 

The Appraisal
The results of the Self-Assessment Tool are 
made available to organizations as a PDF 
download at the end of the questionnaire. 
They are not visible to third parties and are 
not stored. Our graphics are intended to 
provide guidance to organizations on which 
areas of their AI system are faring well in terms 
of sustainability and where there is room for 
improvement. The questionnaire is evaluated 
based on a point system. Due to the complex-

ity and multilayered nature of the topic, we 
have decided against calculating a sustain-

ability score from the responses. Instead, 
we provide organizations with a granular, 
differentiated assessment that does not aim 
to provide AI products with a “green” label, in-

stead seeking to make the organizations that 
develop or use such systems aware of their 
sustainability.

The Recommendations
Our online Self-Assessment Tool also provides 
organizations with concrete recommenda-

tions for action. There is no ready-made reci-
pe for the sustainability of AI, and decisions on 
how to make them more sustainable must be 
made on a case-by-case basis. Beyond sim-

ple technical measures, numerous micro deci-
sions must also be made in the planning and 
development process. The most important 
factor is a cultural shift at the  organizational 

S E L F - A S S E S S M E N T  TO O L
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level, through which sustainability becomes 
a guiding principle for all decisions that are 
made. Such a shift must be planned, moder-

ated, executed, evaluated and technically 
implemented. Our tool is designed to pave the 
way for that to happen. 

What Comes Next? 
Through the AI Act, the EU is pushing for sus-

tainable AI systems. But even apart from such 
regulatory approaches, all organizations 
should address the sustainability of their AI 
systems. Indeed, we need to act now before 
unsustainable AI ecosystems have become 
established to the point that they are difÏcult 
to modify. In expectation of further regulatory 
action, various industry standards are already 
being renegotiated against the backdrop of 
demands for AI system sustainability. We hope 
to bolster that development with the sustain-

ability approach conceived in the SustAIn 
project. 

Diese Ergebnisse sollten verbessert werden:
- Diversity
- KI am Arbeitsplatz- Direkter
Ressourcenverbrauch

Diese Ergebnisse sind ausbaufähig:
- Verantwortliche für ethische Belange von
KI

- Haftung & Risikominimierung- Datenqualität
- Hardware
- Nachhaltige Konsum- und Produktionsmuster

Diese Ergebnisse sind gut:

- Code of Conduct- Transparenz und Verständlichkeit
- Beteiligung
- Fairness und Diskriminierung- Inklusives Design undAnpassungsfähigkeit- Datenschutz
- Autonomie
- Innovationspotenzial- Faire Arbeitsbedingungen- Energieeffizienz- Aufbereitung und Wiederverwertung

16%

26%

58%

General

General

Ein Code of Conduct enthält umfassende Werte und Normen beispielsweise zu Transparenz, Verantwortungsübernahme, Nicht-Diskriminierung und

Fairness, Technische Verlässlichkeit, Menschliche Aufsicht, Inklusivität, Datenschutz, Ressourcenschonung etc.. Er wird im Idealfall regelmäßig evaluiert.

Transpare
nz und Ve

rantwortu
ngsüberna

hme

Code of C
onduct

Ein Code of Conduct enthält umfassende Werte und Normen beispielsweise zu Transparenz, Verantwortungsübernahme, Nicht-Diskriminierung und

Fairness, Technische Verlässlichkeit, Menschliche Aufsicht, Inklusivität, Datenschutz, Ressourcenschonung etc.. Er wird im Idealfall regelmäßig evaluiert.

Verantwor
tliche fü

r ethisch
e Belange

 von KI

Die Instanz, die sicherstellt, dass der Code of Conduct während der Planung, Entwicklung und Evaluation der Modelle eingehalten wird, muss mit

ausreichenden Kompetenzen ausgestattet sein.

Transpare
nz und Ve

rständlic
hkeit

Standardmäßig sollten umfassende Informationen zu den KI-Systemen (Zielsetzung, Reifegrad der Modelle, Parameter etc.) und den verwendeten Daten,

beispielsweise über Modelcards und Datasheets zugänglich gemacht werden. Verständlichkeit sollte ein Entscheidungskriterium bei der Auswahl von

Modellen sein sowie Methoden der Erklärbarkeit (Visualisierung, Vereinfachungen etc.) implementiert werden.

Nicht-Dis
kriminier

ung und F
airness

Beteiligu
ng

Stakeholder sollten als betroffene Interessengruppe in allen Phasen des KI-Lebenszyklus konsultiert werden, um die genutzten Daten angemessen

interpretieren und einsetzen zu können sowie um negative Auswirkungen zu antizipieren.

Fairness 
und Diskr

iminierun
g

Fairnessregeln sollten für KI-Systeme festgelegt und Evaluationskriterien zum Messen von Fairness bestimmt werden, sobald Menschen von ihren

Entscheidungen betroffen sind. Geeignete Maßnahmen zum Prüfen und Beseitigen von Bias sollten eingesetzt werden, um Diskriminierungspotenziale zu

minimieren.

Diversity

Die beteiligten Teams (Konzeption, Entwicklung etc.) sind divers aufgestellt und ein Diversity Management sollte implementiert sein.

Inklusive
s und par

tizipativ
es Design

Inklusive
s Design 

und Anpas
sungsfähi

gkeit

Barrierefreiheit und Zugänglichkeit für benachteiligte Gruppen sollte sichergestellt werden. Inklusive Design-Prinzipien und Standards des barrierearmen

Design sollten berücksichtigt werden, u.a. bei der Gestaltung von User Interfaces. Systeme sollten an lokale Kontexte angepasst werden können (Retrain-

Option).

Technisch
e Verläss

lichkeit 
und mensc

hliche Au
fsicht

Haftung &
 Risikomi

nimierung

Die Maßnahmen zum Identifizieren von Risiken müssen systematisch und nach Anwendungskontexten differenziert Risiken identifizieren können.

Eingriffsmöglichkeiten bzw. Sicherheitsmaßnahmen sollten in einem standardisierten Prozess verankert sein, für den Fall, dass das System schädliche

Folgen hat. Die identifizierten als auch neu auftretende Risiken sollten in einem kontinuierlichen Monitoringprozess (Beschwerdemechanismus,

Performance-Kontrollen etc.) beobachtet werden.

Datenqual
ität

Die eingesetzten Daten erfüllen gewisse Qualitätsstandards (Aktualität, Vollständigkeit, Repräsentativität, Verlässlichkeit). Es sollte überprüft werden, ob

sich Bias in den Datensätzen befinden.

Selbstbestimmung und Datenschutz

Datenschutz

Um Daten zu schützen, sollten die Menge der genutzten Daten minimiert werden und Datenschutzmaßnahmen wie Verschlüsselung, Aggregation,

Anonymisierung eingesetzt werden.

Autonomie

Betroffene sollten über die Verwendung ihrer personenbezogenen Daten informiert werden. Ihnen sollten Informationen zur Verwendung ihrer Daten sowie

einfache Zustimmungs- bzw. Widerrufsmöglichkeiten mit Blick auf die Nutzung ihrer Daten angeboten werden.

Marktvielfalt, Ausschöpfung des Innovationspotenzials, Verteilungswirkung
Innovationspotenzial

Datensätze und KI-Modelle sollten nach Möglichkeit frei verfügbar und open source zur Verfügung gestellt werden und KI-Systeme Schnittstelle für

Drittanbieter enthalten. KI-Systeme sollten sich an unterschiedlich große Datensätze anpassen lassen.

Arbeitsbedingungen und Arbeitsplätze

KI am Arbeitsplatz
Die Auswirkungen des geplanten KI-Systems auf die Belegschaft, die Arbeitsbedingungen sowie auf einen möglichen Stellenabbau werden umfassend

analysiert – z. B. mit Blick auf ein übermäßige Monitoring, Datenschutz, Dequalifikation etc. Negative Folgen werden minimiert, indem Mitarbeitenden

angemessene Angebote (Weiterbildung, neue Einsatzbereiche etc.) gemacht werden.
Faire Arbeitsbedingungen

Es sollten faire Löhne (beispielsweise beim Annotieren von Daten) entlang der gesamten KI-Wertschöpfungskette bezahlt werden.
Energieverbrauch, CO2- und Treibhausgasemissionen

Direkter Ressourcenverbrauch
Der Energieverbrauch von KI-Systemen wird erfasst und größtenteils durch erneuerbare Energien gedeckt.
Energieeffizienz

Der Energieverbrauch von KI-Systemen sollte entlang ihres Lebenszyklus durch verschiedene Maßnahmen optimiert werden – beispielsweise über die

Komplexität der Modelle und Methoden zur Komprimierung, Größe der Datensätze, Einsatz vortrainierter Modelle, durch gezielte Auswahl von Trainingsort

und -zeitpunt etc.

Indirekter Ressourcenverbrauch

Hardware

Die eingesetzte Hardware sollte gewisse Nachhaltigkeitskriterien erfüllen, beispielsweise durch Zertifizierungen oder Effizienzmetriken nachgewiesen.

Zudem sollte die Ressourceneffizienz der Hardware erfasst und optimiert werden.

Aufbereitung und Wiederverwertung
Die genutzte Hardware sollte am Ende ihres Lebenszyklus durch Aufbereitungsunternehmen oder Recyclingbetriebe wiederverwertet bzw. weiterverarbeitet

werden. KI-Systeme sollten auch auf älterer Hardware betrieben werden können.

Nachhaltigkeitspotenziale in der Anwendung

Nachhaltige Konsum- und ProduktionsmusterEs wird erfasst, welche Auswirkungen auf die Nachhaltigkeit sich aus dem Einsatz des KI-Systems ergeben, ob zum Beispiel erfolgreich Ressourcen

eingespart werden. Nachhaltigkeitsfaktoren werden in der Entscheidungsfindung der Systeme berücksichtigt (z. B. bei Empfehlungen).

The results of the Self-
Assessment Tool are 
made available to 
 organizations as a PDF 
download at the end of 
the questionnaire. 
Our graphics are in-
tended to provide guid-
ance to organizations 
on which areas of their 
AI system are faring well 
in terms of sustainability 
and where there is room 
for improvement.

S E L F - E VA LUAT I O N  F O R  O R G A N I Z AT I O N S
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addition to loading them with a greater 

number of programs and apps. The re-

sult is that they (we) are consuming more 

total energy.

However, the Rebound Effect doesn’t 
just apply to end users. It can be seen in 

all areas where growing demand cancels 

out efÏciency gains. Take, for example, a 
company that successfully integrates AI 

to optimize its transportation systems 

and sink costs. That increased efÏciency 
may motivate the company to actually 

increase its overall transport volume to 

take advantage of the savings.

There are also situations in which puta-

tive energy savings generated  through 

the implementation of AI systems are 

actually illusory – for example, when 
they are counteracted by higher en-

ergy costs for the server infrastructure. 

Similarly, longer battery life for tablets 

may be the result of shifting much of the 

energy consumption to cloud services 

and the data centers that power them. 

Energy-intensive AI models can even 

greatly  increase the energy and 

resource consumption of cer-

tain apps without end users  

even realizing it.

The use of AI applications can also pro-

duce what’s called the “Spare Time 
Rebound Effect.” If, for example, a fully 
automated robotic vacuum mop takes 
over the cleaning, people have more 

time to do other things. But if they then 

fill that time with energy-intensive ac-

tivities, it can lead to greater total energy 

consumption.

Does that mean that technological ad-

vancements in AI energy efÏciency are 
necessarily destined to be cancelled out 

by the Rebound Effect? Not necessarily. 
Rebound Effects show that we need po-

litical and regulatory tools to eliminate 

them when they appear. Only then will 

we be able to sustainably reduce energy 

consumption.

The Rebound Effect

When a specific technology is devel-
oped to boost efÏciency, yet ultimately 
leads to increased energy consump-

tion, the phenomenon is referred to as 

the Rebound Effect, sometimes also 

called the Jevons Paradox or, more 
prosaically, the boomerang effect. 

Significant efficiency improvements 

can produce the opposite of the de-

sired effect if our use patterns change 
as a consequence. When consum-

ers become convinced, for example, 
that certain products or services are 

particularly efficient, they might feel 

better about using them – which then 

leads to greater use. This psychological 

effect can be seen, for example, with 
more fuel-efÏcient automobiles, which 
are then driven more frequently than 

their inefÏcient predecessors. A similar 
phenomenon appears when the use of 

technological devices becomes more 

attractive through efÏciency improve-

ments. The processors in our laptops 

and smartphones have, for example, 
become far more efficient over the 

years, but partly as a result, we use more 

devices more frequently and for longer 

periods of time than ever before – in 

Keeping an Eye on AI
We can’t leave it to the technology providers to stop AI’s worst 

aberrations – we must also be proactive.

G LO S S A R Y
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discrimination. Western norms are often 

subtly forced onto the users of image 

generators – for example in the way 
people smile in AI-generated pictures. 

Even such a primeval form of expres-

sion like the smile may be perceived and 
reacted to divergently by people from 

different cultures.  

The same risk – that of propagating a 
hegemonic monoculture – is also pre-

sent with text generators like ChatGPT. 
Different languages describe human 

experiences in their own way. But the 
cornucopia of smaller languages is at 

risk of being lost in the algorithmic he-

gemony because of the vast amount 

of data from books, magazines, news-

papers and online content necessary 

for training – a volume that smaller lan-

guages are simply unable to provide, 

particularly those languages that are 

only spoken. It’s no secret that English 
is the dominant language of technology 

and that many smaller languages are  

falling to the wayside in AI applications. 

The team behind Stable Diffusion even 
notes in its own model card that the vast 

majority of the training data is in Eng-

lish, and that entries in other languages 

don’t work (as) well.

Cultural Hegemony: 

How Generative AI 

Systems Reinforce 

Existing Power 

Structures

In their development and use, AI sys-

tems are always embedded in a specific 
social context. That also applies to large 
text- or image-generating models, the 
output of which suggests that we are 

being presented with facts or realistic 

images. Ultimately, though, that output 

is little more than realistic-appearing 

content that disseminates specific cul-
tural codes.

Large AI text-to-image generators like 
Stable Diffusion, DALL-E 2 or Midjour-

ney are trained with vast quantities of 

data. They analyze frequently appear-

ing patterns, such as the typical pro-

portions of a face, or what landscape 

pictures tend to look like. When they 
then produce their own images of faces 

or landscapes, they may reflect biases 
that were present in the training data 

(such as distortions of human facial fea-

tures stemming from racist caricatures) 

or false representations (like including 
typically Western architecture in an im-

age of a city from a completely different 
part of the world with a radically differ-

ent skyline).

Biased training data, though, isn’t the 
only problem. Many visual models create 
far less realistic images of Black women 
than they do of white women. They more 

often contain distortions and outright 

errors, as the artists Stephanie Dinkins 
and Minne Atairu discovered. Some im-

age generator providers have reacted to 

such potentially harmful outputs (due to 

the latent racism they reveal) by blocking 
specific prompts (the requests made to 
the AI system to generate a specific im-

age). Artist Auriea Harvey discovered, 

for example, that some image generator 
tools block prompts like “slave” or “slave 
ship. ”But such blocks do more to con-

ceal the problem than to actually solve 

it. Indeed, such blocks amount to es-

sentially stifling historical realities, which 
can also magnify cultural dominance by 

suppressing the perspectives and ex-

periences of minorities. 

Such cultural dominance doesn’t nec-

essarily have to manifest itself through 

S U S TA I N A B I L I T Y  I M PAC T S  O F  A I
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tion government, the plan has been sig-

nificantly watered down. By 2030, elec-

tricity consumption for cooling, energy 

distribution and energy storage in data 

centers must account for no more than 

30 percent of the electricity required for 
the actual computing power. This target, 

however, is usually achieved in large data 

centers anyway. In addition, the draft 

law does not provide for sanctions if the 

requirements are not met.

Only the very largest data centers are 

affected by the law (probably fewer 

than 1 percent of all those in Germany), 

and the requirements for waste heat 

utilization (such as mandatory feed-in 

to heat grids) are lax. As proposed, the 
current draft legislation fails to take into 
account the approximately 40,000 
smaller German data centers. Yet they, 
too, produce waste heat that could be 

used for heating. The federal govern-

ment is also failing to promote needed 

resource-conserving designs for data 

centers that go beyond mere energy 

consumption.

The claim can often be heard that 

setting overly ambitious efficiency 

requirements creates a competitive 

disadvantage. But that seems unlikely. 
Other countries, like France, have also 
enacted a legal obligation to publish the 

environmental impact of digital services 

and data centers. The French law aims 
to raise awareness of the environmental 

impact of digital technologies by requir-

ing regular disclosure of key environ-

mental impact indicators throughout 

the life cycle, such as CO2 emissions or 

energy and water consumption.

Since data center infrastructures can-

not be changed overnight, our soci-

ety will have to live with unsustainable 

infrastructures for decades to come. 

As such, we need legislative proposals 

that – in contrast to the one put forward 

by the German government – really put 
digitization in Germany on a more sus-

tainable path.

largely unused, despite the fact that it 

could contribute significantly to reduc-

ing CO2 emissions in the heat supply.

To improve this less-than-ideal situa-

tion, the German government intends 
to introduce a law that will require more 

efÏcient use of energy in data centers. 
But relative to the promises made by the 

three parties in Germany’s current coali-

Regulating Data 

Centers

In 2020, data centers in Germany con-

sumed a total of 16 billion kilowatt hours 
of electricity. That is the equivalent of 

around 3 percent of Germany’s total 
energy consumption. The waste heat 

generated by the data centers still goes 
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1)A discussion paper on sustainability 

criteria for Artificial Intelligence
“Sustainability Criteria for Artificial Intelligence: De-

veloping a Set of Criteria and Indicators to Evaluate 
the Sustainability of AI Systems Throughout Their Life 

Cycles” (German only)

By Friederike Rohde, Josephin Wagner, Philipp 

Reinhard, Ulrich Petschow, Andreas Meyer, Marcus Voss 

and Anne Mollen

2)A video recording of the digital  

policy discussion at the Bits und Bäume 

2022 Conference

“Political Responses to the Sustainability 
Costs of AI” (German only)

With Alexandra Geese, Tabea Rössner, 

Marina Köhn

From 2020 to 2023, the Environment Ministry-funded 

AI flagship project “SustAIn: The Sustainability 
Index for Artificial Intelligence” established 
a baseline for the ongoing discussion of AI 

sustainability. The project’s most important 
findings can be found on the project homepage. 
Additional key outputs can be found here: 

SustAIn for Reading  
and Listening

3)An English-language publication looking at sustainability 

criteria for Artificial Intelligence

“Broadening the Perspective for Sustainable AI: Comprehensive 
Sustainability Criteria and Indicators for AI Systems"

By Friederike Rohde, Josephin Wagner, Andreas Meyer, Philipp 

Reinhard, Marcus Voss und Ulrich Petschow

4) A short study on sustainable approaches to AI systems

“Sustainable AI and Digital Self-Determination: Require-

ments for a Sovereign and Sustainable Approach to AI in Our Daily 

Lives” (German only)

By Anne Mollen

5)A video recording of the digital 

policy discussion at the launch of 

the first issue of SustAIn Magazine

“Political Support for Sustainable AI?”  

(German only)

With Lynn Kaack, Sergey Lagodinsky,  

Pascal König, Marcel Dickow
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Individual 

User Data

User 

Profiles 

CIRCULATION OF DATA AND ADS

 Broad collection via identifiers   
and AI-based systems

Continuous recalibration of mining, profiling and targeting based on AI-driven evaluation

PROCESS STEPS & ACTOR ROLES

Nine out of 10 internet users worldwide 

use the Google search engine. The social 

network Facebook has 3 billion users, 

Instagram has 2 billion. In Germany, more 

than 70 percent of the population have a 

Facebook account, and over 60 percent 

use Instagram. But if using these plat-

forms is free of charge, how have their 

operators – Meta and Alphabet – grown 

to be two of the largest companies in the 

world, making billions of dollars in profit 
every year? 

The short answer: Their business models 

are based on generating revenue from 

advertising and using personal data to 

optimize the targeting of ads. This ena-

bles them to provide “free” content or 

services to users. Google, for example, 

generates 78 percent of its revenue 

through advertising. 

Yet even though users don’t have to 

pay money to use such platforms, ad-

funded content and services come at a 

price: Users pay with their personal data 

and by exposing themselves to advertis-

ing. We encounter advertising primarily 

as paid hits in search results or as ads on 

websites and social media channels – for 

example in the form of the banners or 

videos, which are omnipresent on most 

of our screens. Their tremendous value 

does not stem solely from their  pres-

ence online. Rather, advertisers spend 

substantial amounts of money on ads 

that are published exactly where the 

C A S E  S T U DY
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Publishers

Continuous recalibration of mining, profiling and targeting based on AI-driven evaluation

Targeted 

ads

Ad auctions via real-time  
bidding mechanisms

generation of clicks, views and sales is 

maximized – this is called personalized 

advertising. Digital targeting mecha-

nisms have inflated online advertising 

markets. In Germany, the size of the mar-

ket has doubled over the last six years. 

Furthermore, online marketing is making 

significant advances through Artificial 

Intelligence (AI) technologies. Marketing 

has become one of the most important 

fields for AI applications. 

 
How Does Personalized 
Online Advertising Work?

The journey of a personalized ad can 

be quite complex: Starting from an ad-

vertiser, it passes through several pro-

cesses managed by intermediary actors 

in the ad tech sector before it finally ap-

pears in a publisher’s advertising space 

on the screen of a targeted online user. 

The basis for the whole personalization 

cycle is personal data, which is most 

commonly collected, analyzed and 

managed by the intermediaries. 

All steps are based increasingly on ma-

chine learning techniques (ML), which 

form the most common foundation for 

AI systems. To increase the likelihood 

that ads will lead to purchases, market-

ing strategies are usually designed to 

target specific online users as precisely 
as possible. Intermediaries use data 

mining to capture personal data. This 

data can include: online (and, increas-

ingly, ofÒine) behavior; geolocation data 
and movement trajectories; device or 
user identifiers (mobile IDs or advertis-

ing IDs, for example) or information from 

user profiles, which may include sensi-
tive demographic data such as age, 

gender, ethnicity, sexual orientation, 

political or religious beliefs, education 

level, employment status or income. 

Even if this data is not directly available, 

ML models can infer such information 

with surprisingly high accuracy. Cook-

ies – small data files containing brows-

ing histories (website visits) and back-

ground connections – are widely used 

to feed AI systems. 

Intermediaries then use this personal 

data to create user profiles with the help 

of digital identifiers. Using a method of 
online tracking known as fingerprinting, 
they capture identifiers by combin-

ing user attributes with data generally 

provided in network requests (such as 

IP address, web browser, operating 

system and hardware specifications) 

and compress them into a single “digital 

fingerprint.” Further sources of infor-

mation include payment histories or 

cross-platform verifications using, for 

example, a unique phone number. It is 

also possible to obtain relevant personal 

data from third parties.  By segment-

ing such digital fingerprints into various 

sorts of groups, advertising can now 

target individually configured profiles 

of users who are most likely to follow up 

with a purchase. The profiles are fed into 
ML models, which are trained and fine-
tuned to “predict” the success of the 

particular ad as accurately as possible. 

These predictions are then used in real-

time micro auctions that sell advertising 

space to the highest bidder. These real-

time auctions take place at the moment 

a user accesses a website, opens an 

email or launches a mobile app – invis-

ibly and in the blink of an eye. 

In practice, advertisers are not just com-

panies advertising their products but 

media agencies that plan, implement 

and evaluate advertising campaigns for 

companies (Figure 1). Intermediaries link 

de mand-side platforms (operated by 

advertisers) with supply-side platforms 

(operated by publishers) to organize the 

advertising spaces that ultimately de-

liver ads to the end user. Those spaces 

can be on feeds, apps, search engines, 

websites, or other interfaces, and they 

are constantly monitored to maximize 

ad performance. The success of spe-Figure 1
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ACTOR MAPPING

ad; and conversion describes the ex-

tent to which an ad leads people to 

take a particular action (such as buying 

a product). These analyses incorporate 

ML not only to target users, but also 

to evaluate performance and adjust 

future ad campaign strategies. AI thus 

plays a significant role along the entire 
life cycle of personalized ads, sup-

porting data acquisition, data analy-

sis, user targeting and the continuous 

adaptation of all these processes.  

The Dangers of Market 
Concentration 

The online advertising market is domi-

nated by two companies: Alphabet, bet-

ter known for its subsidiaries Google and 

YouTube, and Meta, which owns Face-

book and Instagram. Not only are they the 

most important ad publishers, they also 

cific ads can be adjusted by varying 

ad content, the frequency with which 

they are served, their size and shape, 

and other factors. Buying and selling ad 

space is taken care of on ad exchange 

platforms. Data can be stored, enriched, 

analyzed and segmented on data man-

agement platforms. They are also used 

to create usage profiles.

Finally, media agencies are tasked by 

advertisers with measuring and predict-

ing the success of placed ads. They use 

various criteria to do so: Engagement 

rates indicate how many people click 

or swipe a specific ad; impressions 
represent the number of times an ad is 

served; viewability shows whether an 
ad was actually seen; reach describes 
the number of unique users who view 

the ad; frequency indicates how many 
different times a user sees a specific 

Intermediaries

Providers of advertising 

technology services

Data management platforms (DMPs)

Advertisers

Companies  

buying ads

Media agencies

Consultants for advertisers

Companies

Advertising their products 
and services

Ad  

exchanges

Advertiser  

ad servers

Demand-side 

platforms

Supply-side 

platforms

Publisher ad 

servers

Actors:

Advertisers want to increase the vis-

ibility of products and increase revenues 

through online advertising. They develop 

advertisements and purchase advertising 

space. 

Intermediaries are interposed between 

advertisers and publishers, forming a 

complex network of actors that offer 

technology services.

Publishers provide the online space that 

is considered to be most suitable (profit-

able) for a specific ad to reach a specific 
user. Publishers might be search engines, 

social media sites or media and video 

platforms. They provide ad space in the 

form of banners, video clips or search 

results. Meta and Alphabet act as publish-

ers, for example, as do providers of vari-

ous apps and website operators such as 

online news outlets.

Users interact with their devices, operat-

ing systems, application software or on-

line services. Through these interactions, 

they see advertising, but they also directly 

or indirectly provide personal data, which 

fuels the further personalization of the ads 

they see.
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Figure 2: based on Armitage et al., 2022

employ some of the biggest intermedi-

aries, which broker advertising space and 

use personal data to improve ad target-

ing. This places the three main activities 

of the industry – advertising, mediat-

ing and publishing – within one and the 

same company, meaning that just a few  

players control the entire journey of an ad.

Alphabet and Meta provide the techni-

cal infrastructure in addition to much of 

the advertising space, and they are also 

in possession of vast amounts of user 

data. The collection of this data both 

within and outside of their platforms 

gives them a significant competitive 

advantage, making it almost impos-

sible for other companies to compete. 

This domination of the online advertis-

ing market is frequently referred to as a 

“duopoly” – the monopoly of two. Many 

of their services (search engines, social 

networks, navigation and ofÏce apps, 
cloud storage, translation tools, enter-

tainment platforms, development tools, 

news feeds, etc.) have become indis-

pensable. With a lack of alternatives 

that provide a similar level of utility, users 

often have no choice but to opt for their 

services. This concentration is not new 

to the digital economy, where the five 
companies known as GAFAM (Google, 

Amazon, Facebook, Apple and Micro-

soft) are dominant. All of them were 

among the eight companies with the 

highest market value worldwide in 2022. 

In the advertising sector, this centraliza-

tion of power is particularly extreme as 

the value and success of advertising is 

heavily dependent on the volume and 

accuracy of data. 

Due to the lack of competition in the 

marketing ecosystem, Alphabet and 

Users

Recipients  
of ads
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Big players:          
Digital platforms (Meta, 

Alphabet, etc.)

Smaller actors: 

Websites, e.g. media

Meta are far more influential – when it 
comes to pricing, practices and techni-

cal standards. This makes it difÏcult for 
advertisers, who are dependent on the 

technological infrastructure offered by, 
for example, Google when it comes to 

cloud systems and AI algorithms. Us-

ers, meanwhile, hardly have a choice 

regarding making their personal data 

available and who is involved in data 

collection when visiting a website – an 

information asymmetry that is inten-

tionally reinforced by website design. 

And governments have a hard time 

regulating the activities of corporations 

and keeping pace with technologi-

cal developments. The upshot is that 

the current advertising market caters 

largely to the needs of a tiny handful of 

companies, while other actors are un-

able to compete.

People and the Planet 
Are Paying the Price 

The current situation poses a threat to 

individuals and society. Not only does 

the extensive collection and analysis of 

personal data undermine privacy and 

data protection, resulting in a surveil-

lance economy. Power imbalances 

and information asymmetries between 

companies, individuals and countries 

are also being used to influence politi-
cal processes. The Cambridge Analytica 

scandal has clearly demonstrated the 

extent to which micro-targeting and the 

dissemination of misinformation endan-

ger the formation of public opinion and 

thus democracy as a whole. 

On top of this, the marketing activi-

ties described above consume huge 

amounts of resources. About 15 per-

cent of the network activity triggered 

by the loading of a news website comes 

from ad-related content. Ad exchange 

servers are running continuously to 

manage advertising all across the com-

mercial web. The servers consume 

energy, produce carbon dioxide emis-

sions and trigger additional purchases 

Publishers

Providers  

of ad space
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RISKS OF MONOPOLIES: SELECTED ONLINE ADVERTISING  

MARKET SHARES IN GERMANY

of resource-intensive consumer goods 

and services.

To make the online marketing industry 

sustainable, it might not be enough to 

simply open the market to new private 

players. Genuine competition alone 

would not solve the problem. Rather, 

the infrastructure of online business and 

communication networks must move 

away from the principle of personal ad-

vertising. Solutions may lie in the regula-

tion of tracking and the mass gathering 

of data. We need to look at alternatives 

so that public data infrastructures are 

no longer based on the exploitation of 

personal data.

Full Study:

Frick, V., Marken, G., Schmelzle, F. & 

Meyer, A. (2023). “The (Un-)Sustain-

ability of Artificial Intelligence in Online 
Marketing.   A Case Study on the Envi-

ronmental, Social and Economic Im-

pacts of Personalised Advertising .” IÖW 

Schriftenreihe 228/2023. ISBN 978-3-

940920-33-1.

Further reading:

Armitage, et al. (2023) “Study on the im-

pact of recent developments in digital 

advertising on privacy, publishers and 

advertisers” (EU report).

VIVIAN FRICK,  

GESA MARKEN  

AND FRIEDER SCHMELZLE 

653
187
187
156
156
156

�1,617�
in total  3,110

Top 7 in Banner Advertising
in € millions

1,424
364
331
298
265
265
364

 in total  3,310

Top 7 in Social Media Advertising
in € millions

�4,480�
�1,540�
�210�
�770�

in total  8,130

Top 3 in Search Advertising
in € millions (estimated)

Google

Amazon

Microsoft Bing

(other)

0 % 10 % 20 % 30 % 40 % 50 % 60 % 70 %

Market shares reflect 2022 spending by companies on advertising in Germany within the three segments. Overlays, pre-,  
mid- and post-rolls as well as web- or app-based video ads are not included. Amounts in search advertising are estimated 
based on the size of the entire German market and global percentages.

0 % 10 % 20 % 30 % 40 % 50 % 60 % 70 %

Meta Platforms

Xing

Pinterest

TikTok

LinkedIn

Snapchat

(other)

Facebook 27 % Instagram 16%

0 % 10 % 20 % 30 % 40 % 50 % 60 % 70 %

Meta Platforms

Amazon Prime Video

Xing

Netflix
Pinterest

TikTok

(other)

Facebook 13 % ◀ Instagram 8 %

Pe
rc
en
ta
ge
 o
f 
to
ta
l 
re
ve
nu
es

… are Research Associates  at 

the Institute for Ecological 
Economy Research (IÖW) in 
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With the internet and smartphones hav-

ing become ubiquitious, technology 

companies now have a greater amount 

of detailed customer information at their 

fingertips than ever before. They know 
how users surf the web, what products 

they are likely to buy, how they behave 

on social media platforms and even their 

location. This information enables ad-

vertisers to tailor their ads to extremely 

precise target groups. And that has rev-

olutionized online advertising. Instead 

of developing broad advertising strate-

gies aimed at reaching as many people 

as possible, companies have begun 

personalizing their ads and placing them 

only where they will have the greatest 

effect. To achieve the most accurate 

targeting possible, AI systems are used 

to analyze huge amounts of user data 

and produce detailed user profiles. 

Based on those profiles, customers are 
divided up into target groups, and for 

each of those groups, demand fore-

casts are generated, which will deter-

mine the advertising they are shown. 

This practice has generated significant 
debate, with most of the discussion 

focusing on data protection and ethical 

concerns. The potential ecological risks, 

however, are less frequently addressed. 

According to estimates, internet use is 

responsible for the consumption of over 

400 terawatt hours (TWh) of electricity 

each year. Current trends suggest that 

this total will continue to grow strongly 

in the coming years. Little research has 

been done into how the personalization 

of advertising using data analysis meth-

ods has impacted energy consumption.  

It seems fair to assume, however, that it 

has amplified existing trends.

The user data fed into such analyses 

comes from a number of different 

sources, including websites, social 

media platforms and mobile applica-

tions. Network infrastructure and data 

centers are required for the transfer of 

the data, all of which consume energy. 

And the data collected must be stored 

and managed for extended periods in 

data centers and on hard drives – and 

here too, energy is consumed. The next 

step involves using the data to train the 

machine learning models that are the 

backbone of personalized advertising 

campaigns, a process which requires 

(energy intensive) high-performance 

computer infrastructure with networked 

servers. And finally, servers must also 

be cooled during operation, which ac-

counts for a significant share of a data 
center’s energy consumption.

But that’s not all: The determination as to 

how and where the advertisements are 

ultimately placed is made in a process 

called “real-time bidding.” Advertis-

ers bid in real-time auctions for ad real 

estate on websites that seem relevant 

to the target groups they are trying to 

reach. These auctions require extremely 

quick data processing so that advertis-

ers, on the one hand, and those with 

advertising real estate, on the other, 

communicate with each other. The ren-

dering of content, such as the images 

and video that generally accompany 

advertisements when they are present-

ed on end devices, also requires energy. 

Simulation Studies 

Simulations generate data about the 

amount of energy consumed by the 

deployment of personlized online ad-

vertising. But such studies tend to focus 

primarily on the energy consumed by 

the end device to which advertising data 

is transmitted. It is difÏcult to estimate, 
by contrast, the amount of electricity 

consumed by the AI systems and data 

analysis procedures deployed in the 

personalization process or by the stor-

age of the necessary data. Advertising 

companies are not always willing to 

share such information.

For our study, we used the data-pro-

tection tool OpenWPM to collect data 

about website visits, and we examined 

around 200 of the most-visited Ger-

man internet domains. We installed an 

How Does  
Personalized Online 
Marketing Affect Energy 
Consumption?
An analysis
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automated crawler on a laptop and had 

it repeatedly open websites while we 

collected data on the amount of energy 

used by the computer’s CPU and infor-

mation about the cookies transmitted. 

We conducted the simulation both with 

and without an ad blocker to determine 

the effect that ads have on end device 
energy consumption.

The time it took to open the websites 

was 14 percent lower when the ads were 

blocked, which translated to 10 percent 

less energy being consumed by the end 

device’s CPU. Depending on the com-

plexity of the website visited, the end 

device specifications 

and the browser used, 

opening a website 

generally resulted in 

energy consumption 

of 0.01 to 1 watt hours 

(Wh). The rendering of 

an advertisement by 

the graphic card pro-

duced average en-

ergy consumption of 

0.005 Wh. An average 

of 155 cookies, with a 

mean size of 138 bytes, 

were transferred dur-

ing each website visit, 

87 percent of which 

came from third par-

ties. During each web-

site visit, an average 

of 0.2 MB worth of 

data was transmitted 

in the form of cook-

ies. The rejection of 

non-essential cookies 

reduced the amount 

of cookie-related data transferred by 

75 percent. The greatest savings were 

achieved with websites that fell into the 

“news and media” category, which are 

often financed through the serving of 

ads.

The amount of energy consumed by 

a single website visit and the related 

transfer of cookies is, to be sure, quite 

small. But just the 200 German web-

sites analyzed for this simulation alone 

are visited 4.5 billion times per month. 

In our experiment, we only visited the 

homepages of the sites we included 

in the study, but generally, visitors also 

navigate to subsites as well. Ads are fre-

quently served from those pages too, 

which translates to the additional trans-

mission of data.

Our results show that the risks of per-

sonalized online marketing are not lim-

ited to privacy protection issues. It is es-

timated that the internet is responsible 

for 15 percent of total global electricity 

consumption – and rising quickly. Online 

advertising and the collection of user 

data are both big contributors. The flow 
and processing of data that is produced 

by online advertising can be limited 

through the technology deployed (“Pri-

vacy by Design”) and the settings cho-

sen (“Privacy by Default”). Companies 

that use AI-based data analysis proce-

dures to analyze user data for the pur-

poses of personalized online marketing 

should face stricter requirements to 

take steps to reduce energy consump-

tion and make available data pertaining 

to the energy efÏciency of their systems 
so as to gain a better understanding of 

their ecological impact.

It is estimated that the internet is 
responsible for 15 percent of total 
global electricity consumption 
– and rising quickly. Online 
advertising and the collection of 
user data are both big contributors.

ANDREAS MEYER 

… is a Research Associate at the 

Distributed Artificial Intelligence Lab 
at TU Berlin, where he is researching 

applications of machine learning 

methods for load forecasting and 

the sustainability of AI systems.

Average number of third-party cookies*

eC
om
me
rc
e  

& 
Sh
op
pi
ng

Co
mp
ut
er
 &
 

Te
ch
no
lo
gy

Ne
ws
 &
 

Me
di
a

Go
ve
rm
en
t

Ed
uc
at
io
n

In
su
ra
nc
e  

& 
He
al
th

eC
om
me
rc
e  

& 
Sh
op
pi
ng

Co
mp
ut
er
 &
 

Te
ch
no
lo
gy

Ne
ws
 &
 

Me
di
a

Go
ve
rm
en
t

Ed
uc
at
io
n

In
su
ra
nc
e  

& 
He
al
th

eC
om
me
rc
e  

& 
Sh
op
pi
ng

Co
mp
ut
er
 &
 

Te
ch
no
lo
gy

Ne
ws
 &
 

Me
di
a

Go
ve
rm
en
t

Ed
uc
at
io
n

In
su
ra
nc
e  

& 
He
al
th

200

150

100

50

0

Average amount of data transferred by

third parties*

Average loading times per website visit*

*by website category

0.030

0.025

0.020

0.015

0.010

0.005

0.0000

M
B

5

4

3

2

1

0

Se
ku

nd
en

without ad blocker | with ad blocker (right)

C A S E  S T U DY

20 



Artificial Intelligence and 
Marketing: A Concerning 
Combination?
What Companies and Civil Society Think

The advertising industry has high hopes for the use of AI in  

online marketing. It also promises benefits for its customers.  
However, advertisers are primarily interested in boosting sales.  

As long as there are no rules in place for regulating the way large  
companies use AI for tracking user behavior and for producing  
personalized, custom-designed ads, AI will remain a sustainability  
risk. The environmental and social burdens are rising, while  
smaller companies and end users are struggling to find a promising 
way forward.

ing ads are interested in transforming 

potential consumers into real customers 

– a process known in marketing as “con-

version” – by making them aware of their 

products and convincing them to make 

a purchase.  The companies placing the 

ads are interested in motivating their 

potential customers to become real 

customers – by making those potential 

customers aware of their products and 

convincing them to make a purchase. 

From the perspective of these com-

panies, whether users consent to the 

use of their personal data or agree to 

receive ads is of secondary concern. 

They can, of course, use adblockers and 

adjust their cookie settings to protect 

themselves. But they are often unable 

to decide for themselves the degree of 

access to their personalized data they 

are willing to allow.

Our survey showed that only between 

13 and 22 percent of users find person-

But what do companies and civil society 

organizations think about these prom-

ises? We conducted a number of inter-

views with experts from companies that 

rely on ads, from marketing agencies 

and from civil society organizations that 

focus on internet policy. Beyond that, 

we also carried out two representative 

online surveys in summer 2023 in which 

we asked 2,000 people from private 

households in Germany and decision-

makers from around 500 companies 

about the opportunities and risks they 

see in the use of AI-supported personal-

ized advertising.

Very Few Find 
Personalized 
Advertising Helpful 

The advantages frequently cited for the 

use of AI in marketing are based on the 

assumption that all people online are 

potential consumers. Companies plac-

AI-supported personalized online adver-

tising is expanding rapidly. Companies 

expect the technology to allow them 

to serve their ads precisely to those 

people who are most likely to buy their 

products. Such targeted advertising is 

vastly superior to running ads in printed 

media, putting up billboards or buying 

television spots, none of which are as 

effective in targeting potential buyers. 
Business consultants forecast that the 

efÏcient deployment of AI in marketing 
will produce significantly higher returns 
for companies. And such personaliza-

tion, many say, is also in the consumers’ 

interests since it means they will primarily 

be shown ads for products that actually 

interest them. It has even been argued 

that personalized marketing is more en-

vironmentally sustainable than traditional 

advertising since it allegedly cuts back 

on energy and resource waste by reduc-

ing misguided purchases and the returns 

thus necessitated. 
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of all survey participants report taking 

no measures to protect themselves 

against tracking and data collection 

even though they would like to have 

such protection. Which means that, at 

a minimum, methods of ensuring such 

protection must be made more acces-

sible, more effective and more visible 
– or companies could forego the collec-

tion of personalized data. 

Data Protection Is 
Important to Companies, 
But They Feel They Have 
Little Choice 

On the flip side of the coin, the com-

pany representatives interviewed for 

this study say they have limited room for 

maneuver if they want to take advantage 

of the personalized advertisements 

made available by the big players in the 

industry. “If you want to participate in the 

ure 2). Some 50 percent of respondents 

use ad blockers and avoid (at least to 

a certain extent) digital services that 

intensively collect data. Less than half 

of respondents use specialized data-

saving search engines and browsers. 

The majority of those survey partici-

pants who do not use such data-saving 

options said they weren’t aware they 

existed, don’t know how to use them, 

find them too complicated or doubt 

they are beneficial. In sum, around half 

HOW DO YOU VIEW PERSONALIZED ONLINE ADVERTISING?

alized advertising to be “interesting,” 

“helpful,” “welcome” and “trustworthy.” 

By contrast, around 45 percent find it 
to be “uninteresting,” “annoying,” “un-

wanted” and “manipulative” (Figure 1). 

In short, only a small minority of users 

have a positive view of personalized 

advertising.

Around half of those surveyed take 

measures to protect themselves from 

the collection of personalized data (Fig-

Around half of those surveyed take 
measures to protect themselves from the 
collection of personalized data. Some 
50 percent of respondents use ad blockers 
and avoid (at least to a certain extent) digital 
services that intensively collect data. 

Figure 1
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market, there are certain things that you 

simply cannot avoid. […] For example, 

one of our most important [revenue] 

sources is Google as an advertising me-

dium. And there, we have no influence. 
We simply have to go along with the mar-

ket, otherwise we wouldn’t be present to 

the degree we currently are if we didn’t 

participate,” says the head of marketing 

for an online mail-order retailer.

The companies interviewed for this 

study are primarily focused on issues 

pertaining to data protection because 

legal mandates, such as the EU’s Gen-

eral Data Protection Regulation (GDPR) 

require them to do so, and they would 

like to avoid violations. It’s not just 80 

percent of the households surveyed 

that believe the use of AI for the person-

alization of online advertising produces 

at least some disadvantages for con-

sumers when it comes to data protec-

tion and privacy – a similar share of com-

panies do as well (Figure 3).

Those companies that expressed a 

greater focus on sustainability during 

their interviews for the study noted their 

intention to approach customer data 

with a greater degree of responsibility. 

A representative of one such company 

said during the interview that they only 

collect data that is directly relevant for 

marketing purposes and only serve ads 

sparingly and in a targeted manner. Such 

strategies, though, are not widespread. 

“I would tend to see the advantages [of 

personalization] or the opportunities it 

opens up. For users, I don’t see much 

of a danger for the time being,” said the 

marketing director of a smaller online 

marketplace. 

Environmental Effects: 
The Blindspot for AI in 
Marketing? 

The technology sector’s energy con-

sumption is attracting critical attention 

from many directions, but such con-

cerns generally don’t play a significant 
role in the day-to-day of online market-

ing. That lack of attention to sustain-

ability is further encouraged by the 

fact that using technologies based on 

AI and on the findings of data science 
are constantly becoming cheaper and 

easier to use. That in turn has led to the 

industry’s rising energy consumption. 

“As the technology for computing be-

comes cheaper, there is a tendency for 

being less mindful of the performance 

HOW STRONGLY DO CONSUMERS PROTECT THEIR DATA?

The technology sector’s energy 
consumption is attracting critical attention 
from many directions, but such concerns 
generally don’t play a significant role in the 
day-to-day of online marketing. 

I use ad blockers to 

receive fewer ads.

 Applies completely to me      Applies somewhat to me     Doesn’t really apply to me

 Doesn’t apply at all to me    Don’t know / no answer

I deselect cookies on 

websites to disable 

tracking.

I avoid digital services 

that collect particularly 

large amounts of data (like 

certain social media plat-

forms, dating platforms 

and fitness apps).

I use specialized brows-

ers and search engines 

that collect less or no 

personalized data (such 

as Mozilla, Firefox or 

Brave).
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of certain algorithms. Cloud providers 

make it very easy for you to scale up 

the resources if you need to. So then, if 

you want, you can have a very energy-

intensive algorithm and just run it, and 

it will run fast,” a data scientist from a 

marketing agency said. Effectiveness, 
speed and costs are more important 

than environmental efficiency, he 

continued. “It’s no secret how energy-

intensive machine learning is. But I hardly 

think that there are attempts to improve 

energy efÏciency to benefit the environ-

ment, not even from those who are envi-

ronmentally aware.”

Both small and large service providers 

do offer to calculate carbon footprints. 

HOW DO HOUSEHOLDS AND COMPANIES VIEW THE OPPORTUNITIES 

AND RISKS OF AI-SUPPORTED PERSONALIZED ADVERTISING?

Figure 3

Advantages 

… for consumers

in finding the right
product.

… for companies in

boosting sales.

… for companies

in reaching the right

customers. 

Risks

… for consumers

in the area of data protection

and privacy.

…for political

opinion formation and

democracy.

… for the environment through

energy-intensive computing

needed for AI.

… for the environment through

incentivization of excess

consumption.
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But our interview partners doubt the ef-

fectiveness of such measures. “Google 

has some services that allow you to 

calculate the CO2 spend that you have 

while running the services. […] There are 

some data sources where they put a lit-

tle green leaf that says renewable ener-

gy has been used to produce them. But 

again, it’s not very transparent and it’s 

very easy to greenwash.” Furthermore, 

it is difÏcult to force market leaders like 
Google, Microsoft and Amazon to im-

prove transparency and become more 

sustainable. That limits the options of 

companies that rely on advertising but 

would like more environmentally friendly 

options. 

Further environmentally damaging ef-

fects can be produced when advertis-

ing results in the sale of more products 

and, by extension, the consumption of 

more energy and resources. It is dif-

ficult to quantify the degree to which 

this effect impacts the environment. But 
companies naturally hope that advertis-

ing will boost their sales and they don’t 

critically examine that goal. The immense 

amounts of money spent on personal-

ized advertising suggest that such ad-

vertising strategies have the potential to 

significantly increase consumption. One 
marketing-team member at a mid-sized 

mail-order company notes: “[Through 

marketing], needs are met that 20 years 

ago we didn’t even know we might have 

one day. For me, that is evidence that 

marketing produces demand.” The use 

of AI for the personalization of advertis-

ing serves to effectively convert the 

interests and preferences of users into 

purchases by activating new needs.

A Lack of Knowledge 
among Users and 
Companies 

When asked if they were aware that 

AI is being used to personalize ad-

vertisements on the internet, only 55 

percent of survey participants from 

private households responded with 

“yes.” Only 29 percent feel that they 

are well informed about the kinds of 

personal data collected, when it is col-

lected and what companies are doing 

the collecting. Over half of company 

representatives and survey respond-

ents are aware of the dangers posed 

to data and privacy protection. But 

many companies and private citizens 

are unsure about the risks posed by AI 

to the environment or to the formation 

of political opinions and to democracy  

(Figure 3). 

This lack of knowledge, combined with 

the lack of transparency in market-

ing practices, explains why actors in 

both civil society and in science are 

demanding that data protection not be 

reduced to individual decisions, but that 

it be defended as a legally protected 

fundamental right. Organizations like 

Germany’s Digitalcourage, the Chaos 

Computer Club (CCC) and Netzpolitik, 

in addition to companies like Mozilla and 

political actors like the European Com-

mission have for years been pointing to 

the opacity, surveillance, manipulation 

and discrimination of the advertising 

industry. “The biggest risk is the possi-

bility for manipulation. […] The more de-

tailed the information collected about 

people […], the easier it is to manipulate 

them or evoke a certain behavior,” says 

a representative of an association that 

promotes digital data protection.

Many experts from the worlds of civil 

society, academia and politics are thus 

demanding the labeling of Artificial In-

telligence in advertising campaigns or a 

general ban on the use of personalized 

data in online advertising. Personalized 

online marketing must be regulated and 

restrictions on advertising discussed to 

protect both our democratic societies 

and the environment.

Complete Study:

Frick, V., Marken, G., Schmelzle, F. & 

Meyer, A. (2023). “The (Un-)Sustain-

ability of Artificial Intelligence in Online 
Marketing.   A Case Study on the Envi-

ronmental, Social and Economic Im-

pacts of Personalized Advertising .” IÖW 

Schriftenreihe 228/2023. ISBN 978-3-

940920-33-1. 
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Assistants  at the Institute for 
Ecological Economy Research 
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”Needs are met
that 20 years ago  
we didn’t even know 
we might have  
one day.”

Over half of company representatives
and survey respondents at large are
aware of the dangers posed to data and
privacy protection.
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AI’s underlying infrastructure must be environmentally sustain-

able and respectful of our planet’s limits. At the same time, the 

discussion about the relationship between the benefits of AI 
systems and their environmental costs must be grounded in 

facts and figures. Currently, however, the developers and op-

erators of these systems are not providing the data necessary. 

This absence of publicly available information hampers the 

development and enactment of effective policies.

The European Union’s AI Act, which is currently being drafted, 

could for the first time require companies to measure and 
disclose information on the environmental impact of certain 

AI systems. The European Parliament has proposed requiring 
companies to measure the energy and resource consumption 

of foundation models and high-risk systems. This requires that 
data collection methods be integrated into these systems. 

Critics often claim that the obligation of measuring the envi-
ronmental impacts of AI systems is too complicated and plac-

es too great a burden on small and medium-sized enterprises 

in particular – and ultimately hinders innovation. But easy-

to-use measurement methods already exist for monitoring 

energy consumption, CO₂-equivalent emissions, water con-

sumption, the use of minerals for hardware and the generation 

of electronic waste and thus assessing the sustainability of AI 

systems.

Getting the Whole Picture 

Without a comprehensive life cycle analysis, we can’t ade-

quately capture the environmental footprint of AI models. 
Providers of large language models (LLMs), in particular, tend 

to disclose only the direct energy consumption and emissions 

for a single training cycle. The result is an incomplete picture. 

Consider, for example, the training of the BLOOM model. Ener-

gy consumption during the training phase corresponds to the 

emission of around 24.7 tons of CO₂ equivalents. But if you fac-

tor in hardware production and operational energy, the emis-

sions value doubles. And this does not yet include the contin-

uous emissions produced during the application of the model. 

Reliable figures from this inference phase are lacking, but first 
indicators suggest that emissions could be immense – both in 

the production of the necessary hardware for the application 

and during operation. That’s why we need to measure how AI 

systems impact the climate throughout their entire life cycle – 

from raw material extraction and CO2 emissions to pollution and 

water consumption – so that we can enable informed decisions 

and targeted policies based on solid knowledge.

Logging Relevant Data 

Companies can already automatically log and report much 
of the data needed to assess the sustainability of AI systems, 

such as operational data from computer systems – i.e., how 

With more and more resources being 
expended on developing and applying 
Artificial Intelligence technologies, 
it is also increasingly important 
to understand the impact these 
technologies are having on the 
environment and climate. 

The Environmental Impact of AI:

Just Measure It
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often calculations are performed and how long these pro-

cesses take. When such metadata is stored in a spreadsheet, 

it can be used to generate efÏciency metrics. Metrics such as 
“Power Usage Effectiveness” (PuE), for example, show how 
much energy a data center uses for computing in relation to its 

overall energy consumption. This parameter makes it possible 

to compare the energy efÏciency of data centers. By examin-

ing power consumption, the energy mix of the data center, the 

carbon intensity of the energy grid and the percentage of CO₂ 

the provider is potentially compensating, emissions can in turn 

be calculated. 

During system development and training alone, the data listed 

in the table below should be recorded to comprehensively as-

sess and compare the energy consumption of AI systems. Sim-

ilar requirements can be formulated for all other environmental 
impacts, such as emissions, water consumption, mineral ex-

traction and hardware disposal. 

STAGES OF THE AI LIFE CYCLE ASSESSMENT

Raw Material 

Extraction

Material 

Manufacturing

Equipment 

Manufacturing

System 

Development 

and Training

System  

Deployment

Disposal /  

End of Life

Source: Luccioni et al. 2022
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Impact To Report Process Purpose Source

E
n

e
rg

y

Hardware used (e.g., number 
of GPU models) Documentation

–  Calculation energy use & emissions
–  Resource consumption manufacturing

P
ro

v
id

e
r 

/
 D

a
ta

 C
e

n
te

r

Number of FLOPs Documentation Calculation energy use & emissions

Computing time Documentation Calculation energy use & emissions

GPU hours (equivalent 
depending on hardware)

Documentation Calculation energy use & emissions

Energy used Documentation Calculation emissions

Power Usage Effectiveness 
of data center (PuE)

Documentation Calculation energy use & emissions

Hardware energy 
consumption:

–  Infrastructure consumption 
(consumption without 
computing)

–  Idle consumption 
(consumption during 
computing standby)

– Dynamic consumption 
(consumption with 
computing running)

Documentation/  
information 
 request

Calculation energy use & emissions

There are already many measurement methods available for 

assessing the environmental impact during system develop-

ment and training, material extraction, hardware manufactur-

ing and disposal as well as different ones for tracking carbon. 
Some hardware manufacturers already report emissions levels 

for a handful of their products. Other approaches for assess-

ing environmental impact during system deployment still need 

to be developed – reliable metrics and comparable units of 

measurement for assessing emissions during the application 

phase, for example.

To be as accurate as possible about the environmental impact 

during the deployment phase, we propose that AI providers 

define various standard usage scenarios prior to market launch. 

Measuring Environmental Impacts 
During System Deployment 

Procedures and methods for assessing environmental impact 

during system deployment have not yet been established. 

Developers of AI systems can record their energy consump-

tion during training. However, under the requirements formu-

lated within the AI Act to document energy consumption, this 

Detailed and Standardized 
Reporting Needed 

The life cycle approach demonstrates that various stakehold-

ers need to provide accurate measurements. For instance, 

hardware manufacturers such as Nvidia should disclose envi-

ronmental data on products that are widely used in the devel-

opment and application of AI models.

ENERGY CONSUMPTION DURING SYSTEM DEVELOPMENT  

AND TRAINING

There are already many measure-

ment methods available for  

assessing the environmental  

impact during  system develop -

ment and training, material  

extrac tion, hard ware manufac-

turing and disposal as well as dif-

ferent ones for tracking carbon. 

P O L I C Y  B R I E F
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will most likely not be feasible during inference. Thus, energy 

consumption during the application phase and the extent of 

emissions generated during this phase must be estimated. To 

that end, we are proposing two basic options, perhaps in com-

bination: 

–  Before an AI product is released on the market, different 
standard use scenarios (low-, middle-, high-use) should be 

evaluated based on test runs or, preferably, simulations.

–  After market introduction, the de-facto average energy con-

sumption over a certain period of time should be calculated. 

This would allow the estimated standard use scenarios to be 

evaluated and adjusted if they deviate significantly from the 
actual value. 

Greater Transparency Is Feasible – 
and Overdue

There is no lack of technical means for measuring the environ-

mental impact of AI systems. There is, however, still a lack of 

political will to make AI more sustainable. This is all the more 

irresponsible considering that AI is a resource- and energy-in-

tensive technology that is becoming increasingly pervasive 

in all areas of life. The European Parliament has taken some 

important steps in the right direction to ensure that AI does 

not further harm the environment, the climate, people and the 

planet. Nevertheless, data on environmental impacts of AI sys-

tems is indispensable. Clear and comprehensive requirements 

must be introduced for publicly available reports that include 

such data. This could make AI systems more environmental-

ly sustainable, while at the same time distributing their risks, 

harmful consequences and benefits  more equitably around 
the world. If the EU is serious about aligning the use of AI with 

the common good, then it should put all people, and not just 

Europeans, at the center of its focus. Whatever form the AI Act 

eventually takes: People will only be truly protected from the 

negative consequences of AI systems if their impact on the 

environment is effectively monitored.

… is a post-doc researcher at the 

University of Münster and Senior 

Research Associate at Algorithm-

Watch. She works on the sustainabi-

lity of automated decision-making 

(ADM) systems and questions of 

global justice in relation to ADM.
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… is Deputy Team Lead for policy and 

advocacy at AlgorithmWatch. His re-
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making systems in the public sector 

and on the sustainability of AI.KILIAN  
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OVERVIEW OF METHODS ALONG THE AI LIFE CYCLE

Raw Material 

Extraction

Material 

Manufacturing

Equipment 

Manufacturing

System 

Development 

and Training

System  

Deployment

Disposal /  

End of Life

Energy

Emissions 
(CO₂e)

Water

Minerals

Electronic 
Waste
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As is true of the internet in its entirety, 

digital advertising is boosting carbon 

emissions. Currently, there are nearly  

2 billion websites online, and the number of 

advertisements on them is ballooning rapidly. 

The Costly  
Backbone of  
Consumerism

The digital world’s carbon footprint might even be larger than 

that of the aviation industry.1 Still, a recent study revealed that 

six out of 10 consumers are unaware that digital ads and inter-

net browsing produce carbon emissions.

The online tracking-based advertising ecosystem is fueling the 

climate crisis in three ways:

First, the technical processes on which the collection of data 

and the building of user profiles are based increasingly rely on 
complex machine learning systems, which produce additional 

carbon emissions. Globally, the internet accounts for 4 percent 

of CO₂ emissions, with the energy required for digital adver-

tising making a significant contribution to that total. Emissions 
generated by digital services are predicted to double by 2025.

Second, advertisements are designed to encourage us to buy 

things we don’t necessarily need. A recent study by Purpose 

Disruptors, a network of advertising and marketing insiders 

pushing the industry to take responsibility for the emissions it 

drives, estimated that personalized advertisements caused 

the UK’s per capita emissions to increase by 32 percent in 

2022.  

Third, tracking-based advertising helps spread misinforma-

tion, which leads to social disruption. The same algorithms that 

profile users for advertising purposes can also be used as tools 
for disseminating climate disinformation, fostering alterna-

tive reality bubbles and creating conditions that increasingly 

1   Lancaster University, “Emissions from computing and ICT could be 
worse than previously thought,” 2021

threaten democracy itself, all of which is incompatible with the 

development of fair and ambitious climate policy. Since this 

aspect has already received extensive coverage in other pub-

lications, this article focuses on the carbon impact of advertis-

ing technology and on the consumption it drives.

Wasting Energy on the Search  
for the Highest Bid 

A single digital advertisement only consumes a relatively small 

amount of energy, but the prevalence of such advertising has 

a huge global impact. Ryan Cochrane, chief operating ofÏcer 
of the global AdTech platform Good-Loop, estimates that the 

advertising ecosystem handles 2,000 times more bids than 

the 8 trillion transactions undertaken by the New York Stock 

Exchange  on any given day. The Irish Council of Civil Liberties 
projects that the industry’s real-time bidding system places 

178 trillion advertisements in the U.S. and Europe each year.

New data shows that 

the energy required for 
a single ad impression 

is equivalent to approx-

imately one gram of 

carbon dioxide emitted. 

This value includes the 

energy consumption 

of user devices, data 

servers and ad servers. 

It includes activities 
such as data collection, 

processing, storage 

The vast majority 

of that 1 percent is 

effectively wasted 
energy that leads 

to zero ads being 

placed due to the 

underlying auction 

system. 
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boosts the carbon footprint of consumers by encouraging 

consumption. The New Weather Institute found that there 

was “sound empirical evidence” that advertising is indirectly 

responsible for “climate and ecological degradation through 

its encouragement of materialistic values and goals.” Indeed, 
those working in advertising must face the uncomfortable truth 

that “the better you do your job, the more damage you cause.” 

Happily, an alternative is already available: To reduce the cli-

mate impact of AdTech, we must switch to contextual adver-

tising systems. Such systems use the context of the webpage 

content and post contextually relevant advertisements to the 

webpage. Such context-based ads aren’t matched to the mul-

titude of a website’s users, but only to the single webpage in 

question, thus decreasing the number of computing process-

es necessary and, by extension, the amount of energy con-

sumed. Not only does contextual targeting obviate the need 

for collecting masses of personal data and building profiles. It 
also decreases the number of ad impressions up for bid, thus 

decreasing the amount of energy consumed by the online auc-

tion system. 

We can’t expect the ad-

vertising industry to vol-

untarily move away from 

what has proven to be a 

cash cow. We urgently 

need policy makers to 

outlaw the targeting of 

ads based on personal 

data, similar to the pro-

vision of the European 
Union’s Digital Services 

Act provision banning 

the targeting of children. Only then can the climate impact of 

AdTech be significantly reduced.

… is Head of Accountability at 

5Rights, a non-governmental 

organiation working on the rights 

of children and young people 

in a digital world. Duncan joined 

5Rights from the New Economics 

Foundation, where he led the 

Digital Economy Programme. 

Duncan has a legal background 
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working in the tech industry for 

Cisco Systems.
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and management in addition to the creation of detailed user 

profiles. Many of the complex machine learning algorithms 
that transform raw data into actionable and valuable insights 

for advertisers are also extremely energy intensive. According 

to a recent report by Global Action Plan, online advertising ac-

counts for about 1 percent of total global energy consumption.

The vast majority of that 1 percent is effectively wasted energy 
that leads to zero ads being placed due to the underlying auc-

tion system. For each of the trillions of advertisements placed 

each day, there are several prospective bidders – sometimes 

even thousands – for the slot in question. The business ration-

ale behind this system ensures that the highest price is paid 

for each slot, but it comes at a cost: the AdTech ecosystem’s 

exploding emissions. 

An additional aspect is the fact that much online advertising is 

fraudulent. Far from being a minor problem, the World Feder-

ation of Advertisers estimates that fraudulent advertising will 

soon be worth over $50 billion per year. Indeed, it is organized 
crime’s second largest source of income after the illicit drug 

trade. The AdTech industry estimates that the value of fraudu-

lent advertising is around 4 percent of its own business value, 

while independent researchers have come up with numbers 

well above 25 percent. Given the vast number of online ads 

served every day, the total is significant no matter which esti-
mate is correct. 

Buy!

Advertising is an industry generating hundreds of billions in 

revenue every year, which, as mentioned above, significantly 

We can’t expect 

the advertising 

industry to 

voluntarily move 

away from what 

has proven to be a 

cash cow. 
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With advances in Deep Learning, 

which uses artificial neural net-
works to analyze large data sets, 
Artificial Intelligence has become 
a real game changer. Advances in 
technological capabilities are 
leading to scientific breakthroughs 
and accelerating business growth, 
and they appear to be offering 
solutions to global challenges  
in  important areas such as the 
climate crisis. 

But the success of AI relies heavily on computationally intensive 

calculations to learn useful patterns from data during training 

and to check whether the predictions based on them are accu-

rate during inference, the application phase of AI systems. As 

such, AI models, especially large generative models like GPT-3 

and LaMDA, are typically trained on large clusters of servers, 

each with multiple graphic processing units (GPUs), creating an 

enormous appetite for energy. To curb the tremendous energy 

demand of AI systems, it is time we address their environmental 

footprints in their entirety. 

While a low carbon footprint has now entered the public con-

sciousness as an indicator of sustainability, the water foot-

print of AI systems – the fresh water consumed for generating 

Water Is the New CO₂
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 electricity and cooling servers – is still given too little attention. 

Even putting aside the significant water toll of chip manufac-

turing, training a large language model like GPT-3 and LaMDA 

can easily evaporate millions of liters of fresh water for cooling 

the power plants and AI servers. This is all the more concerning 

as water becomes increasingly 

scarce due to rapid population 

growth and/or outdated water 

infrastructures, especially in 

drought-prone areas. Water 

scarcity has become one of 

our greatest global challenges. 

Despite all the efÏciency gains 
being made in the field of 

Artificial Intelligence 

in terms of resource 

consumption, the ex-

ponential growth in 

demand is resulting 

in an ever-increasing 

water footprint. For 

example, Google’s di-

rect water consump-

tion increased by 

20 percent between 
2021 and 2022, and 

even doubled in certain 

drought-hit areas. Microsoft 

saw a 34-percent increase in its 

direct water consumption over 

the same period. 

The Scope-2 indirect carbon 

footprint caused by electricity 

usage for training is routinely 

recorded in the model cards of published AI models. Yet, not 

even the direct water consumption during AI model training 

is included in the model card, not to mention the indirect wa-

ter consumption tied to its electricity usage. To some extent, 

withholding information about AI’s water footprint is compara-

ble to not including calorie content in the nutrition facts label of 

a food product. Such a lack of transparency is more than just 

an impediment to innovations that could improve water sus-

tainability. It’s also difÏcult to reconcile with recent statements 
made by major technology companies in regard to water. 

Google, for example, announced its intention to become wa-

ter neutral by 2030. 

Developers of AI models need to take urgent action to curb 

growing water consumption. A first and crucial step would be 
to increase transparency and publicly disclose how much water 

is used to train and infer AI models, both directly for cooling AI 

servers and indirectly for generating the electricity to power 

them. An AI model’s water footprint should be recorded in its 

model card. Only with the availability of this information will it be 

possible to holistically benchmark AI’s environmental footprint. 

This measure would complement current efforts to make water 
supplies more sustainable, such 

as integrating more water-ef-

ficient techniques for cooling 

servers into AI systems. In ad-

dition, if the AI water footprint 

became more transparent, de-

velopers could exploit the spatial 

and temporal flexibilities of AI 

and train and deploy AI models  

in places where their footprint will 

be smaller. It also enables flexible 
trade-offs: If the AI model is de-

ployed in a water-stressed area, 

it would probably make more 

sense to use a compact model 

with a smaller water footprint 

than a full, more resource-inten-

sive model. Knowing AI’s water 

footprint data could also miti-

gate the environmental inequity 

that is accelerated by AI systems. 

We could move AI workloads 

around to equitably balance 

AI’s water footprint across dif-

ferent regions rather than let-

ting a few disadvantaged and 

drought-stricken areas dispro-

portionately bear the negative 

impact. 

We can no longer allow the water footprint of AI systems to re-

main under the radar. It must be prioritized as part of the global 

fight against water scarcity. The first step is simple: We need 
to measure AI’s water footprint and make that information  

public. 

Thirsty AI 

ChatGPT needs about 500ml water for a simple 

conversation of 20-50 questions and answers. 

Since the chatbot has more than 100 million active 

users, each of whom engages in multiple conversa-

tions, ChatGPT’s water consumption is staggering. 

And it’s not only the application’s operational mode: 

Training GPT-3 in Microsoft’s state-of-the-art U.S. 

data centers would directly consume 700,000 

liters of clean freshwater (enough for producing 

370 BMW�cars� or� 320� Tesla� electric� vehicles)� and�
water  consumption would be three times that if 

training were performed in Microsoft’s Asian data 

centers.

These estimates are taken from the yet to be 

peer-reviewed study Making AI Less “Thirsty”: Un-

covering and Addressing the Secret Water Footprint 

of AI Models. The study’s authors provide a method-

ology to evaluate the water footprint of AI models, 

using public data sources. They also explain how 

developers could reduce the water footprint of their 

AI�models�and�increase�water�efÏciency�by�schedul-
ing�AI�model�training�and�inference�in�different�plac-

es�and�at�different�times.

“Making AI Less ‘Thirsty’: Uncovering and Addressing 
the Secret Water Footprint of AI Models,” by Pengfei 

Li, Jianyi Yang, Mohammad A. Islam, Shaolei Ren

₂
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The third issue of SustAIn magazine marks the end of our project “SustAIn: The 
Sustainability Index for Artificial Intelligence.” We have posted the project’s 
main conclusions at https://sustain.algorithmwatch.org/, where you will also find:

▶ the three issues of SustAIn magazine

▶ �our�Self-Assessment�Tool�for�organizations�for�determining�how�sustainable�their�AI�systems�are

▶ our�guidelines�for�the�sustainable�development�of�AI�systems

The project has laid the foundations for launching a broader discussion on AI 
sustainability. Our indicators show that the sustainability of AI systems isn’t 
defined exclusively by their energy consumption. Other factors must also be taken 
into account along the AI value chain: issues like data protection, unfair global 
conditions, the working environment for those involved in the systems’ production 
and the AI industry’s high barriers for market entry. 

It is now up to decision-makers in politics, society and industry. We have 
 presented suggestions on the ways AI systems can be made more sustainable – and 

AI practitioners and regulators must now take things from here.

Many questions remain unanswered: How do we deal with contradictions between 
 different sustainability criteria? In relation to a given AI system’s high-level 
performance, up to what point is enormous energy consumption still justified? To 
what extent does an AI system’s performance justify its enormous energy consump-
tion? What countermeasures can be taken against market concentration in the AI 

industry? To answer those questions, more research and a greater willingness to 
make AI more sustainable are urgently needed.

The SustAIn Project Is Ending,  

But Work on Sustainable AI  

Is Just Beginning
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IÖW is a leading scientific institute in the field of practice-oriented sustainability 
research. We devise strategies and approaches for viable, long-term economic activity 

– for an economy which enables a good life and preserves natural resources. We have 

been dealing with issues of the future for more than 30 years, consistently finding new 
and frequently unusual answers.  https://www.ioew.de/en/

INSTITUT FÜR ÖKOLOGISCHE 

WIRTSCHAF TSFORSCHUNG

Distributed Artificial Intelligence Laboratory 

The DAI-Labor at the Technical University of Berlin views itself as a mediator between 

university-driven research and industrial applications. With our interdisciplinary team, 

we create innovations and translate university research into applications for everyday 

life in close cooperation with other scientific and industrial institutions.  
https://dai-labor.de/en/

https://algorithmwatch.org/en/
https://www.ioew.de/en/
https://dai-labor.de/en/home/
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